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      About Us

      
      UNC Biomedical Image Analysis Group

The Biomedical Image Analysis Group at the University of North Carolina at Chapel Hill (UNC-biag) focuses on the design of computational algorithms to extract quantitative measures from biomedical data. While our emphasis is on image data (e.g., obtained via magnetic resonance imaging, computed tomography, or microscopy) our analyses also include clinical measures and genomics. The group is led by Marc Niethammer.

[image: uncbiag group picture]

Our work is highly interdisciplinary and includes collaborators from a wide range of disciplines such as statistics, applied mathematics, radiology, surgery, and epidemiology. Consequently, we also publish in venues ranging from clinical journals, to medical conferences (such as 
MICCAI and IPMI) to computer vision conferences (such as 
CVPR and ECCV), to machine learning conferences (such as 
NeurIPS, ICML, and AAAI).
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      Some new MICCAI papers
    


    
    
      
        Congratulations to Boqi Chen, Hastings Greer, Lin Tian and Nurislam Tursynbek who got their MICCAI papers accepted. These papers explore image synthesis via retrieval [bc23] , image registration via deep learning where inverse consistency is assured even when using multiple registration steps [hg23] , and unsupervised image segmentation using diffusion models [nt23] .
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      GradICON Registration
    


    
    
      
        Congratulations to Lin Tian, Hastings Greer who are presenting their CVPR paper on gradient inverse consistent image registraton (GradICON) this week. GradICON is a new deep-learning-based image registration approach which only weakly regularizes the tranformations via a new gradient inverse consistency loss.
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      One CVPR and two Accepted ICCV Papers
    


    
    
      
        Congratulations to Zhipeng Ding, Hastings Greer, and Peirong Liu who got their ICCV and CVPR papers accepted. These papers explore local probability calibration for semantic segmentation [zd21] , non-parametric image registration by inverse consistency [hg21] which allows eliminating almost all registration hyperparameters, and perfusion imaging via deep learning [pl21] .
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      Some new Machine Learning Papers
    


    
    
      
        Congratulations to Zhenlin Xu who got his ICLR paper on robust and generalizable visual representation learning accepted [zx20] . Congratulations also to Chris and Florian who got their works on graph filtration learning [ch20a] , topologically densified distributions [chb20] , and an analysis of the supervised contrastive loss [fg21] accepted at ICML20/21.
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      Five Accepted MICCAI and ECCV Papers
    


    
    
      
        Congratulations to Peirong Liu, Lin Tian, Zhengyang Shen, and Sahin Olut, who got their MICCAI/ECCV papers accepted. These papers explore the following topics:
 Statistical analysis of local brain differences [gm02] .
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  Qin Liu, Meng Zheng, Benjamin Planche, Zhongpai Gao, Terrence Chen, Marc Niethammer, Ziyan Wu
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    Exploring Cycle Consistency Learning in Interactive Volume Segmentation
  


  
  
    
      Interactive volume segmentation can be approached via two decoupled modules: interaction-to-segmentation and segmentation propagation. Given a medical volume, a user first segments a slice (or several slices) via the interaction module and then propagates the segmentation(s) to the remaining slices. The user may repeat this process multiple times until a sufficiently high volume segmentation quality is achieved. However, due to the lack of human correction during propagation, segmentation errors are prone to accumulate in the intermediate slices and may lead to sub-optimal performance. To alleviate this issue, we propose a simple yet effective cycle consistency loss that regularizes an intermediate segmentation by referencing the accurate segmentation in the starting slice. To this end, we introduce a backward segmentation path that propagates the intermediate segmentation back to the starting slice using the same propagation network. With cycle consistency training, the propagation network is better regularized than in standard forward-only training approaches. Evaluation results on challenging benchmarks such as AbdomenCT-1k and OAI-ZIB demonstrate the effectiveness of our method. To the best of our knowledge, we are the first to explore cycle consistency learning in interactive volume segmentation.
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    GradICON: Approximate Diffeomorphisms via Gradient Inverse Consistency
  


  
  
    
      We present an approach to learning regular spatial transformations between image pairs in the context of medical image registration. Contrary to optimization-based registration techniques and many modern learning-based methods, we do not directly penalize transformation irregularities but instead promote transformation regularity via an inverse consistency penalty. We use a neural network to predict a map between a source and a target image as well as the map when swapping the source and target images. Different from existing approaches, we compose these two resulting maps and regularize deviations of the Jacobian of this composition from the identity matrix. This regularizer - GradICON - results in much better convergence when training registration models compared to promoting inverse consistency of the composition of maps directly while retaining the desirable implicit regularization effects of the latter. We achieve state-of-the-art registration performance on a variety of real-world medical image datasets using a single set of hyperparameters and a single non-dataset-specific training protocol. Code is available at https://github.com/uncbiag/ICON.
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    Inverse Consistency by Construction for Multistep Deep Registration
  


  
  
    
      Inverse consistency is a desirable property for image registration. We propose a simple technique to make a neural registration network inverse consistent by construction, as a consequence of its structure, as long as it parameterizes its output transform by a Lie group. We extend this technique to multi-step neural registration by composing many such networks in a way that preserves inverse consistency. This multi-step approach also allows for inverse-consistent coarse to fine registration. We evaluate our technique on synthetic 2-D data and four 3-D medical image registration tasks and obtain excellent registration accuracy while assuring inverse consistency.
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    MRIS: A Multi-modal Retrieval Approach for Image Synthesis on Diverse Modalities
  


  
  
    
      Multiple imaging modalities are often used for disease diagnosis, prediction, or population-based analyses. However, not all modalities might be available due to cost, different study designs, or changes in imaging technology. If the differences between the types of imaging are small, data harmonization approaches can be used; for larger changes, direct image synthesis approaches have been explored. In this paper, we develop an approach based on multi-modal metric learning to synthesize images of diverse modalities. We use metric learning via multi-modal image retrieval, resulting in embeddings that can relate images of different modalities. Given a large image database, the learned image embeddings allow us to use k-nearest neighbor (k-NN) regression for image synthesis. Our driving medical problem is knee osteoarthritis (KOA), but our developed method is general after proper image alignment. We test our approach by synthesizing cartilage thickness maps obtained from 3D magnetic resonance (MR) images using 2D radiographs. Our experiments show that the proposed method outperforms direct image synthesis and that the synthesized thickness maps retain information relevant to downstream tasks such as progression prediction and Kellgren-Lawrence grading (KLG). Our results suggest that retrieval approaches can be used to obtain high-quality and meaningful image synthesis results given large image databases.
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    Multimodal Understanding Through Correlation Maximization and Minimization
  


  
  
    
      Multimodal learning has mainly focused on learning large models on, and fusing feature representations from, different modalities for better performances on downstream tasks. In this work, we take a detour from this trend and study the intrinsic nature of multimodal data by asking the following questions: 1) Can we learn more structured latent representations of general multimodal data?; and 2) can we intuitively understand, both mathematically and visually, what the latent representations capture? To answer 1), we propose a general and lightweight framework, Multimodal Understanding Through Correlation Maximization and Minimization (MUCMM), that can be incorporated into any large pre-trained network. MUCMM learns both the common and individual representations. The common representations capture what is common between the modalities; the individual representations capture the unique aspect of the modalities. To answer 2), we propose novel scores that summarize the learned common and individual structures and visualize the score gradients with respect to the input, visually discerning what the different representations capture. We further provide mathematical intuitions of the computed gradients in a linear setting, and demonstrate the effectiveness of our approach through a variety of experiments.
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