BOOLE: A System to Compute Boolean Combinations of Sculptured Solids *

Shankar Krishnan
krishnas@cs.unc.edu

Atul Narkhede
narkhede@c.s.unc.edu

Dinesh Manocha
manocha@cs.unc.edu

Abstract

We present a system to compute Boolean combinations of sculptured solids. The surface of each solid is represented as a collection of trimmed and untrimmed spline surfaces and a connectivity graph. Based on algorithms for trapezoidation of polygons, partitioning of polygons using polygonal chains, surface intersection of high degree spline surfaces and ray-shooting, we compute the boundaries of the resulting solids and its connectivity graph after the Boolean operation. This system has been tested on a number of large scale industrial models, and it performs well. The system can also handle degenerate cases which occur frequently in practice.

1 Introduction

The field of solid modeling deals with design and representation of physical objects. The two major representation schemata used in solid modeling are constructive solid geometry (CSG) and boundary representations (B-rep). Both these representations have different inherent strengths and weaknesses, and for most applications both are desired. Currently, most solid modelers are able to support solids composed of polyhedral models and quadric surfaces (like spheres, cylinders etc.) and their Boolean combinations. The field of geometric modeling has been developed to model classes of piecewise surfaces based on particular conditions of shape and smoothness. Such models are referred to as sculptured models. Over the years, there has been considerable effort in integrating geometric and solid modeling. In particular, there is a lot of interest in building complete solid representations from spline surfaces and their Boolean combinations.
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However, the major bottleneck is in performing robust, efficient and accurate Boolean operations on the sculptured models. According to Hoffmann [Hof89]: “The difficulty of evaluating and representing the intersection of parametric surface patches has hindered the development of solid modelers that incorporate parametric surface patches”. The topology of a surface patch becomes quite complicated when a number of Boolean operations are performed and finding a convenient representation for these topologies has been a major challenge. As a result, some solid modelers use polyhedral approximations to these surfaces and apply existing algorithms to design and manipulate these polyhedral objects. Not only does this lead to data proliferation, but the resulting algorithms are inefficient and inaccurate.

In this paper we restrict ourselves to solid models composed of piecewise parametric or spline surfaces. The techniques presented can also be generalized to all algebraic surfaces. Most of the recent work in the literature on Boolean combinations of curved models has focused on computing the surface intersection between a pair of B-spline or Bézier surfaces [KS88, SN91, Nat90, Hof92, MC91, KPW90, BHHL88, BK90, KM94]. However, the algebraic degree of the resulting curve can typically be very high (up to 324 for a pair of bicubic Bézier surfaces) and the genus is also non-zero [KS88]. Hence, it is very difficult to represent the intersection curve analytically and the current methods are aimed at computing approximations to the intersection curve. The main techniques for approximation can be classified into subdivision, analytic and marching methods. Currently, techniques based on marching methods combined with loop detection, handling singularities and component jumping are able to robustly compute the intersections between a pair of surfaces, for non-degenerate intersections [Hoh92, KM94, SN91].

In this paper, we present algorithms for representation and computation of Boolean operations on CSG models. Every CSG object is built from a set of primitive objects which are of a simpler structure, and we assume that each of these primitives is an oriented solid representable as a collection of parametric surface patches. An example of a CSG tree is shown in appendix E (see fig.13). The class of models that can be used in our system include all polyhedral models, primitive solids like cones, spheres, cylinders, generalized prisms and pyramids, and tori. Each intermediate and final solid in the CSG hierarchy is represented as a collection of trimmed surface patches. Every trimmed patch contains a closed trimming curve on its domain which unambiguously determines which part of the surface is to be retained. We also create a connectivity graph that maintains the connectivity information between the various surfaces composing the solid (in other words, we maintain both geometric and topological information about the solid).

**Overview of Algorithm:** The entire algorithm proceeds in two steps. Initially, the complete intersection curve between the two solids (at each level in the CSG tree) is determined. If the set operation on the two solids is well-defined, the intersection curve partitions the surface of the solid. The second step of the algorithm uses the graph structure of each solid, and depending on the set operation, computes the new solid and its associated graph structure. The overall algorithm makes use of a number of recently developed algorithms for linear programming,
trapezoidation of polygons, partition of polygonal domains and ray-shooting to compute the resulting solid efficiently.

The rest of the paper is organized in the following manner. Section 2 discusses the various representation issues and data structures that are needed. A brief description of our new surface intersection algorithm is given in section 3. The entire algorithm is sketched for one Boolean operation in section 4. Section 5 describes the implementation and performance measurements of our algorithm on certain models. Brief descriptions of some of the algebraic and geometric algorithms used in our system are presented in the appendices.

2 Representation of a Solid

Every solid is represented as a set of \textit{trimmed} parametric surface patches which define the solid boundary. We represent each patch as a tensor-product Bézier patch \( F(s, t) \) given by

\[
F(s, t) = \sum_{i=0}^{m} \sum_{j=0}^{n} V_{ij} B_i^m(s) B_j^n(t)
\]

where \( V_{ij} = (x_{ij}, y_{ij}, z_{ij}) \) are the control points of the patch and \( B_i^m(s) = \binom{m}{i} s^i(1-s)^{m-i} \) is the Bernstein polynomial. This can be viewed as a mapping from the unit square \( 0 \leq s, t \leq 1 \) in the \((s, t)\)-plane (also called the domain of the Bézier patch) to three space \((\mathbb{R}^3)\).

Surface patches of different solids may intersect during set operations. The intersection curves introduced in this process are used to partition the patches into different regions. Only a few of them are retained after the set operation. Each such region is referred to as a \textit{trimmed patch}. Each trimmed patch is represented using the original parametrization along with a trimming curve defined on the domain. The intersection curves are generally very high degree curves and are not parameterizable (using rational polynomial functions) exactly in general. We approximate these intersection curves as piecewise linear chains. The trimming region thus obtained is a polygon on the domain of the patch. For a more compact representation of the trimming curve, we approximate the high degree curves by a set of splines with guaranteed error bounds. In such cases, the trimming region is a collection of splines.

Every solid \( S \) is associated with a \textit{connectivity graph} \( \Gamma(S) \) which is an undirected graph describing the neighborhood information between the patches constituting the solid. Let \( F_1, F_2, \ldots, F_n \) be the patches belonging to \( S \); every patch \( F_i \) is associated with a vertex \( v_i \) in \( \Gamma(s) \). An edge exists between \( v_i \) and \( v_j \) if and only if \( F_i \) and \( F_j \) are neighboring patches (ie., \( F_i \) and \( F_j \) share some portion of their boundary in \( \mathbb{R}^3 \)). In the domain, every trimming polygon (of patch \( F_i \)) is divided into several components such that each component is the common boundary between \( F_i \) and a neighboring patch \( F_j \). Fig.6(a), (b), (d) and (e) show the connectivity graphs for a cube and a cylinder. This adjacency information is often referred to as the
topology of the solid model. The actual geometric surface and curve descriptions are referred to as the geometry of the solid model. The topological information serves as the framework into which the geometric information is placed.

3 Computing intersection curve of two surface patches

Evaluating the intersection of parametric and algebraic surfaces is a recurring operation in computer graphics, geometric and solid modeling, and computer-aided design. An efficient surface intersection algorithm that is numerically reliable, accepts general surface models, and operates without human supervision is critical to many solid modeling applications. The intersection of two surfaces can be complicated in general, with a number of closed loops and self-intersections (singularities). A good surface intersection algorithm, should, in theory, be able to detect all such features of the intersection curve and trace them correctly in an efficient manner. It is desirable to design an algorithm that is as robust and efficient as possible, minimizing the potential for missed loops and other curve features which plague many of the present schemes.

Previous Work: There is a significant body of literature addressing the surface intersection problem. Some recent surveys include [Pat93, Pra86, Hof89]. Surface intersection algorithms can be broadly classified into four major categories: Subdivision methods [LR80], interval arithmetic [Sny92], lattice evaluation [RR87], analytic [Sed83, Sar83] and marching methods [Far86, BHHL88, KPW90]. More recently, techniques have been designed that combine features of different categories and are generally referred to as hybrid methods.

Our approach uses a combination of analytic and marching methods. The components of an intersection curve consist of boundary segments and closed loops (see fig. 2). Start points on the boundary segments are obtained by curve-surface intersections [SN91]. Many techniques have appeared over the last few years to detect closed loops on the intersection curve [Hoh91, KPP90, ZS93] based on bounds on gauss maps and subdivision of surfaces. These algorithms work very well to isolate cases with no loops only if the surfaces are relatively flat. However, in the presence of small loops or singularities, they tend to become slow. In terms of tracing, most algorithms use the local geometry of the curve coupled with quasi-Newton’s methods [BHHL88, BK90] for tracing. These methods do not converge well sometimes [FF92] and many issues related to choice of step size to prevent component jumping are still open. Therefore, most implementations use very conservative step sizes for tracing and this slows down the algorithm. Overall, current tracing algorithms are not considered robust [Sny92].

Main Result: We briefly describe algorithms for efficient computation of surface intersection. Depending on the application requirement, the algorithm can be fine-tuned to provide better robustness guarantees at the expense of execution time. The algorithm has been implemented using double-precision arithmetic. Given combinations of NURBS surfaces, the algorithm decomposes them into Bézier patches. It uses spatial techniques like bounding-box
Intersection of the Utah teapots and the intersection curve

tests and linear programming to reduce the number of pairwise intersections. Given a pair of Bézier and/or algebraic surfaces, it finds a starting point on each component of the intersection curve, decomposes the domain, marches along the curve choosing appropriate step sizes to prevent component jumping, finds the singularities and all branches at each singularity. It has been applied to the intersection of high-degree parametric surfaces and performs well. It typically takes about 8—10 seconds to compute intersection curves of about 100 pairs of bicubic Bézier surfaces on a SGI Onyx workstation.

Overview: Our algorithm formulates the intersection problem algebraically, computes the projection of the intersection curve as an algebraic plane curve and evaluates it. This is based on a classical theorem from algebraic geometry which states that every algebraic space curve, after suitable linear transformation, can be mapped birationally to a plane curve. The projection is represented as the singular set of a bivariate matrix polynomial and the algorithm uses matrix computations to trace the curve. Tracing is a geometric operation and evaluating the curve in the plane reduces its geometric complexity. The loops of the intersection curve are characterized algebraically and computed using curve-surface intersections followed by complex tracing. The tracing algorithm employs domain decomposition and the use of inverse power iterations (see Appendix D). Domain decomposition provides a natural procedure to compute the step size and prevent component jumping. This is a major advantage of our tracing algorithm since incorrect connectivity of the various curve components was considered a drawback with traditional marching methods. We also show that we need not require the precomputation of singular points before the tracing step. Our algorithm can detect the presence of singularities during the tracing and decomposition phase. The accuracy of the result is improved by performing minimization on a distance-based energy function. To speed up the algorithm we also use existing simple geometric tests to isolate cases consisting of no loops or singularities. Fig.1 shows the intersections of two teapots (Utah teapots) and their intersection curve. Each teapot is composed of 32 Bézier patches. In all the figures displaying intersection curves, we have used spheres of a small constant radius to represent the curve clearly as traced out by the algorithm.
3.1 Intersection Computation

The intersection curve in the domain of one of the surfaces is defined as the singular set of the matrix polynomial [KM94]. The main advantages of this matrix representation of the intersection curve are in terms of efficiency and accuracy. Although the singular set is defined in terms of a determinant, we use algorithms based on eigenvalues and singular values for numerical stability. Efficient and accurate algorithms for computing the eigendecomposition and SVD are well known [GL89] and good implementations are available as part of numerical libraries like EISPACK and LAPACK.

Start Points: The marching algorithm needs start points on each component of the intersection curve. These components can be classified into open and closed components. Open components have an intersection with one of the boundary curves of the surface as shown in fig.2. These are points on the plane curve where one of the parameter values of the Bézier surface is 0 or 1 and can be computed using eigenvalue methods [MD94]. The other components are closed loops. The start points on the open components are computed using curve-surface intersections.

The difficulty in identifying start points on closed components lies in the fact that loops (see fig. 3) have no such simple characterization as the one for open components. However, we show that we can use a simple algebraic property that would guide us to some point on every loop.

Loop Characterization: We initially use Hölmeyer’s algorithm based on Gauss maps and linear programming to check for absence of loops [Hoh91]. If the loop detection criterion is not satisfied, we use the algorithm presented below for computing start points on the loops.

The intersection curve is an algebraic plane curve in the complex projective plane defined by

\[ \begin{align*}
\mathbf{F}(u, v) &= 0 \\
\mathbf{G}(u, v) &= 0
\end{align*} \]
Figure 3: Two surfaces intersecting in a loop

$u$ and $v$. We are, however, interested only in finding the part that lies in the portion of the real plane defined by $(u, v) \in [0, 1] \times [0, 1]$. If we relax this restriction so that one of the variables, say $v$, can take complex values, the intersection curve is defined as a continuous set consisting of real and complex components.

**Lemma 1** If the intersection curve in the real domain $[0, 1] \times [0, 1]$ consists of a closed component, then two arbitrary complex conjugate paths meet at one of the real points (corresponding to a turning point) on the loop.

**Proof**: [KM94]
The domain of the intersection curve in the complex space is shown in fig.4. The third axis corresponds to the imaginary components of $v$. It represents a continuous component of the intersection curve. The dark curve is the intersection curve in the complex space and the white curve is the part of the curve that lies in the real plane.

4 Set Operations between Solids

In this section, we shall describe the algorithm to compute the solid which is the result of some set operation between two given solids, solidA and solidB. We shall denote the resulting solid as solidAB. Let the number of patches in solidA be $m$ and those in solidB be $n$ and let the maximum degree of each patch be $d_s \times d_t$ (maximal degree monomial is of the form $s^{d_s} t^{d_t}$, where $s$ and $t$ are the parameters defining the surface).

The first step in computing solidAB is to find the curve of intersection between the two solids. Since each solid is composed of a set of patches, we have to compute the component
of the curve inside each patch. However, not all the $mn$ pairs would intersect typically. We prune out most of the non-intersecting pairs based on a two-step process. Initially, we compute a $3D$-axis aligned bounding box for each patch. Since the Bézier patches have the \textit{convex hull property} [Far93], the bounding box and convex hull of the control points encloses the entire surface. Therefore, if a pair of bounding boxes do not intersect, the corresponding patches are also non-intersecting. The next stage of pruning uses linear programming. We formulate the linear programming problem as follows. Two patches do not intersect if there exists a separating plane between them. Therefore, if there exists a separating plane between the two sets of control points, then the patches are non-intersecting. The dimension of this problem is four. The number of control points for each patch is $(d_s + 1)(d_t + 1)$. Therefore, the number of constraints in the linear programming problem is $2(d_s + 1)(d_t + 1)$. The running time for the entire process, thus, is $O(mnd_s d_t)$. Typically, $d_s$ and $d_t$ are much smaller than $m$ and $n$. Therefore, the running time is $O(mn)$. By applying these two methods on the two solids, we are left with few pairs of patches that are most likely to intersect. We use Mike Hohmeyer’s implementation of the linear programming algorithm developed by Seidel [Sei90].

4.1 Intersection Curve between Trimmed Patches

In order to compute the intersection curve between the two solids, we compute a series of intersections between pairs of trimmed patches [KM94]. Since a trimmed patch is a strict subset of the original patch, then so is any intersection curve that lies inside this patch. We use the algorithm described in the previous section to compute the complete intersection curve of
the two patches (ignoring the trimming curves). The intersection curve so obtained from the algorithm is represented as a piecewise linear chain in parameter space. Fig.5 shows the surface $B$ intersecting with a trimmed patch $A$. A planar surface is trimmed so that only the portion inside the circular region (not shown completely) belongs to $A$. The actual intersection curve is highlighted in the figure. However, the curve from $p$ to $q$ is the intersection curve of $B$ with the complete planar patch.

Given the complete intersection curve $pq$ (represented as a different polygonal chain in each of the two patches), we have to compute the intersection curve of the trimmed patches. This curve is determined by finding portions of $pq$ that lie inside the trimmed region of both the patches. The trimmed region is represented as a simple polygon in parameter space as mentioned earlier. This reduces the problem to finding the portions of a polygonal chain (represented differently in the other surface, but corresponds to the same space curve) that lies inside two simple polygons simultaneously. If the length of the chain is $m$, and the sizes of the two polygons are $n_1$ and $n_2$, then this problem can be solved in time $O(m(\log n_1 + \log n_2))$ using $O(\log n)$ point location queries [Sei91] (see Appendix A).

By applying this algorithm on all pairs of patches, we obtain a set of curves in the domain of every patch. Let us consider a single patch $F \in solidA$ and denote the set of intersection curves lying in $F$ by $C_F$. Since each solid is closed and $C^0$ continuous, the intersection curve between them must form a collection of closed curves in space. This implies that locally in every patch, the set of curves must partition the domain of the patch. Therefore, we merge two curves that share an endpoint in the interior of the patch.

4.2 Computation of the New Solid

Fig.6 shows two solids and their connectivity graphs that enter into a set operation (difference). The cylinder is represented by four Bézier patches along the side and two planar trimmed
surfaces for the top and bottom. Given these two solids, their connectivity graphs and all the intersection curves, we obtain the new solid and its graph. The set of all curves in a single surface partitions that surface (because solids are closed and compact). For example, in the figure, the closed curve on patch 4 of solidA partitions it into two regions 4a and 4b. We compute all the partitions using our partition_polygon routine (see Appendix B). Every curve $i \in C_F$ (we will refer to it as an edge of $C_F$) also induces an adjacency relationship between a patch in solidA and one in solidB. Therefore, any new edge in the connectivity graph of the resulting solid uniquely corresponds to such an intersection curve (any intersection curve $i \in C_F$ is actually represented as chains in the domain of each intersecting patch). This relationship is very important in the construction of the connectivity graph for the solid resulting from the set operation. We construct a table $T$ that given a partitioned region of the patch $F \in$ solidA and an intersection curve $i \in C_F$, provides the two regions of the patch in solidB (that intersected with $F$ to give $i$). For example, regions 7a and 7b are adjacent to region 4a by the curve rs (see fig.7(a) and (b)).

The partitions induced by the intersection curves change the structure of the connectivity graph. Fig.7(c) and (d) show the updated graphs for the cube and the cylinder. We determine all the adjacencies to a partitioned region by traversing along its boundary. For example, region 7a has 8a, 10a and 11 as its neighbors from edges that were part of some edge in 7 (marked as solid lines in fig.7(d)) and 7b as its neighbor from the edge corresponding to the intersection curve (marked as dotted lines in fig.7(d)). The edge from vertex 7a to 7b does not actually exist in the graph. It is shown here just to illustrate the adjacency within the patch. Now each connected component of this new graph has the property that all the
Figure 7: (a), (b) Intersection curves on cubes and cylinders (c), (d) Updated connectivity graphs based on partitions (e) Connectivity graph of final solid
patches corresponding to them are either completely inside the other solid or completely outside (containment classification).

We use curve/surface intersection (see Appendix C) to find out if a point lies inside another solid or not. If the solid is closed and not self-intersecting (as we have assumed), then this query is answered by computing the number of intersections of a semi-infinite ray, emanating from that point, with the solid. If the number is odd, then the point is inside, otherwise it is outside the solid. Curve/surface intersection is a highly time consuming operation, and its complexity is very sensitive to the degree of the surface patch and the curve.

We now construct a new graph II whose vertices are connected components of the old graph \( \Gamma \), and there is an edge between two components if they lie on either side of the intersection curve. From the construction of II it is clear that if one vertex lies inside the other solid, all its neighbors lie outside and vice-versa. Therefore, performing exactly one inside-outside test is sufficient to determine the containment classification of each component. We perform the classification test on one patch of a connected component of the graph (or vertex of II) and propagate the information by a breadth-first search of II. The particular set operation performed on the solids determines if a component is part of the new solid or not. The rules that govern this choice are

- **Union**: A component in \( \text{solid}A \) is part of the new solid if it lies outside \( \text{solid}B \). A component in \( \text{solid}B \) is part of the new solid if it lies outside \( \text{solid}A \).

- **Intersection**: A component in \( \text{solid}A \) is part of the new solid if it lies inside \( \text{solid}B \). A component in \( \text{solid}B \) is part of the new solid if it lies inside \( \text{solid}A \).

- **Difference**: A component in \( \text{solid}A \) is part of the new solid if it lies outside \( \text{solid}B \). A component in \( \text{solid}B \) is part of the new solid if it lies inside \( \text{solid}A \).

One way to avoid constructing the connectivity graph is by performing inside-outside tests on each portion of a patch (obtained after partitioning using the intersection curve) and determining its membership in the resulting solid (based on the operation performed). Even though this is much simpler to implement, we found that over 85% of the running time goes into performing the inside-outside tests. Maintaining the graph structure allows us to perform just two such tests per set operation, significantly improving the running time.

Now that all the components that form the new solid are determined, the only thing left to do is to compute its connectivity graph. There is no change to the graph structure within a solid, i.e., there are no edges added or deleted within a component. The only new edges are those across components that are formed by intersection curves. We can find all the adjacency information from the table \( T \) that we had constructed. Fig.7(e) shows the new solid and its connectivity graph for the difference operation.
4.3 Robustness issues

The intersection of two parametric surface patches almost always results in a curve in $\mathbb{R}^3$. However, in some degenerate cases, the two patches may intersect along a surface as shown in fig.8. Such cases are not easily handled by the surface intersection algorithm. Unfortunately, such cases do occur in practice, and hence they have to be handled separately.

Consider two patches $p_i$ and $p_j$ which overlap degenerately in $\mathbb{R}^3$. Let $t_i$ and $t_j$ be the trimming polygons of $p_i$ and $p_j$ in their domains $(u,v)$ and $(s,t)$ respectively. We transform the trimming polygon $t_j$ so that it is in the same domain as that of $t_i$. This is to ensure that every point common to $t_i$ and $t_j$ maps to the same point in $\mathbb{R}^3$. The transformation is a two step process; first transform every point $(s,t) \in t_j$ to $\mathbb{R}^3$ and then map this point back to the $(u,v)$ domain using its parametrization. We then use a polygon intersection algorithm to find the closed regions common to both the polygons ($t_i \cap t_j$), the regions exclusively in $t_i$ ($t_i - t_j$) and the regions lying exclusively in $t_j$ ($t_j - t_i$). We use the polygon partitioning routine (described in appendix) treating $t_j$ as the chain partitioning the polygon $t_i$. Appropriate regions are then chosen from each patch depending on the set operation performed and the type of overlap. It is a non-trivial problem to detect cases of degenerate overlaps for arbitrary (high degree) patches. We have currently implemented overlap detection only for planar patches. This does not seriously affect the modeling system because such degenerate cases occur almost always among planar patches.

5 Implementation and Performance

The system has been implemented on a high-end SGI-Onyx workstation with a single processor configuration. The system consists of two main parts

- the surface intersection code between a pair of parametric surfaces, and
- the supporting geometric routines for CSG.
Figure 9: Application of our System to Different Solids

The input to the intersection code are two parametric patches, and the output is a piecewise linear approximation of their intersection curve. The accuracy of this output directly depends on the \textit{stepsize} used by the numerical tracing algorithm. Our implementation uses EISPACK routines (in Fortran) for various matrix computations. The intersection code is invoked at every level in the CSG tree. We found that the choice of stepsize was critical in preventing excessive accumulation of floating point error and avoiding data proliferation while performing the set operations on multi-level CSG trees. Large errors could result in inconsistencies in the topology of the final solid.

Geometric algorithms implemented on fixed precision arithmetic introduce different types of computational errors. Therefore different comparison tests have to be made using tolerances. Due to the wide range of input values encountered, setting a fixed tolerance is not sufficient. Currently our system normalizes the patches (scales down the control points) before applying the intersection algorithm, but still the tolerance adjustments are not adequate. This is a potential cause for failure in geometric operations like detecting degenerate overlaps, merging intersection curves, polygon partitioning, etc.

The system has been tested and its performance measured on a number of models including an industrial model provided by Electric Boat Division, General Dynamics (see Fig. 9). Details for two of the models are given below (Fig. 10).

- \textit{Roller model}: The complete roller model is generated from a 30 level CSG tree. It consists of 137 trimmed patches (some of whose degree is as high as \(6 \times 2\)). The total time for model generation was close to 3.5 minutes. We had to perform close to 400 surface intersection
operations which took 105 seconds. The rest of the time was spent in generating solids based on the inside-outside test. A part of the CSG tree for this model is shown in fig. 13 in the appendix.

- **Cratered sphere**: This model is generated from a 15 level CSG tree composed of difference operations between a big sphere and a number of smaller spheres (see Fig.10(a)). The resulting solid consists of 96 trimmed patches each of degree $2 \times 2$ and took 135 seconds to generate. This model required 126 surface intersection operations.

Our current implementation has not been optimized and we believe that the running time can be improved by a factor of two or three. We are currently working on improving its robustness and efficiency and eventually release a public domain version.
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Appendix A: Seidel’s algorithm for fast polygon triangulation

Seidel’s algorithm [Sei91] is an incremental randomized algorithm to compute the trapezoidal decomposition induced by a set of \( n \) line segments in 2D. The expected time complexity of this algorithm in \( O(n \log^* n) \). This algorithm can be used for fast polygon triangulation, as and a by-product, produces a query structure which can be used to answer point-location queries in \( O(\log n) \) time.

The algorithm proceeds in three steps as shown in fig. 11.

- **Trapezoidation of the polygon:** Let \( S \) be a set of non-horizontal, non-intersecting line segments of the polygon. The randomized algorithm is used to create the trapezoidal decomposition of the \( X - Y \) plane arising due the segments of set \( S \). This is done by taking a random ordering \( s_1, \ldots, s_n \) of the segments in \( S \) and adding one segment at a time to incrementally construct the trapezoids. This divides the polygon into trapezoids (which can degenerate into a triangle if any of the horizontal segments of the trapezoid is of zero length). The restriction that the segments be non-horizontal is necessary to limit the number of neighbors of any trapezoid. However, no generality is lost due to this assumption as it can be simulated using lexicographic ordering. That is, if two points have the same \( Y \)-coordinate then the one with larger \( X \)-coordinate is considered higher. The number of trapezoids is linear in the number of segments. Seidel proves that if each permutation of \( s_1, \ldots, s_n \) is equally likely then trapezoid formation takes \( O(n \log^* n) \) expected time.

- **Decomposition of the trapezoids into monotone polygons:** A monotone polygon is a polygon whose boundary consists of two \( Y \)-monotone chains. These polygons are
computed from the trapezoidal decomposition by checking whether the two vertices of the original polygon lie on the same side. This is a linear time operation.

- **Triangulation of monotone polygons:** A monotone polygon can be triangulated in linear time by using a simple greedy algorithm which repeatedly cuts off the convex corners of the polygon [FM84]. Hence, all the monotone polygons can be triangulated in $O(n)$ time.

### Appendix B: Partitioning a Simple Polygon using Non-Intersecting Chains

![Figure 12: Partitioning a polygon with polygonal chains](image)

Given a simple polygon $P$ and a number of non-intersecting polygonal chains $C$, the output of the algorithm is a list of disjoint regions/partitions of the polygon due to the chains. We make no assumptions on $C$ except that each chain $c_i \in C$ in itself should partition $P$. Let us assume for the sake of simplicity that the chain does not form a loop inside the polygon. We handle this case as a special case in our algorithm, and hence details are omitted. The main idea in this algorithm is the fact that since the chains are non-intersecting, each of the partitioned region starts and ends at intersection points (with the polygon) of the same chain. Fig. 12 shows a simple polygon $P$ and three non-intersecting chains $a$, $b$ and $c$. Since the vertices of each chain are given in a specific order, we shall assume that to be the direction of the chain (see fig.). The algorithm works in two steps.

- Find all the intersection points of each chain with the polygon and number them according to the order in which they occur. This problem can be solved in time $O(N \log^2 N)$ [CEGS94], where $N$ is the total number of segments in the polygon and chains. We associate three fields with each intersection point - the chain corresponding to each intersection point $(type)$, the number of the intersection point within the chain $(rank)$, and
whether the chain was coming in or going out of the polygon at this point \((\text{in}_{-}\text{or}_{-}\text{out})\).

For example, the intersection point \(a_1\) in the figure has \(\text{type} = a, \text{rank} = 1\) and \(\text{in}_{-}\text{or}_{-}\text{out} = \text{out}\) as its three fields. The \(\text{in}_{-}\text{or}_{-}\text{out}\) field is actually not necessary because \(\text{rank}\) has that information; however, we use it for ease of description.

- Given all the intersections, we traverse the polygon in some order starting from an arbitrary vertex. We use a stack as a data structure to compute the partitions. Let us assume that we start traversing the polygon from vertex \(v_0\) in an anticlockwise order for the example given in the figure. Given this traversal, we can order the intersection points around the polygon. In the example, the order would be \(a_0, b_3, b_2, b_1, a_0, c_1, b_0, a_3, a_2, a_1\). As we proceed from vertex \(v_i\) to \(v_{i+1}\) in the polygon, we retrieve all the intersection points of the various chains with the edge \((v_i, v_{i+1})\) in order. If \(q\) is an intersection point, and let \(p\) be the point on the top of the stack. To determine if \(q\) is pushed or \(p\) is popped, the following condition is checked.

\[
\begin{align*}
\text{if} & \quad (q.\text{type} \neq p.\text{type}) \\
& \quad \text{push}(q); \\
\text{if} & \quad ((q.\text{rank} - p.\text{rank} == 1) \&\& (q.\text{in}_{-}\text{or}_{-}\text{out} == \text{out}) \&\& (p.\text{in}_{-}\text{or}_{-}\text{out} == \text{in})) \\
& \quad \text{pop}(p); \\
\text{if} & \quad ((p.\text{rank} - q.\text{rank} == 1) \&\& (p.\text{in}_{-}\text{or}_{-}\text{out} == \text{out}) \&\& (q.\text{in}_{-}\text{or}_{-}\text{out} == \text{in})) \\
& \quad \text{pop}(p); \\
& \quad \text{push}(q);
\end{align*}
\]

If \(p\) is popped, then \(p\) and \(q\) form a partition of the polygon. The corresponding partition is read out and the chain of vertices between \(p\) and \(q\) is appended to the vertex (this chain will be a part of the partition that involves this vertex) currently on top of the stack (the one that was below \(p\)). Some details about reading out the proper partitions once a vertex is popped are omitted. After traversing the polygon completely once, we would have obtained all the partitions.

### Appendix C: Ray-Surface Intersection

Computing the intersection of a ray with a surface is needed to answer point classification queries for a solid. Basically we shoot a ray from the point in an arbitrary direction and determine the number of intersections of the ray with the solid. If the number of intersections is odd, the point is inside, otherwise it is outside. We use some recent algorithms for these
intersections based on eigenvalue computations [MD94].

Given a surface $F(s, t)$, we compute its implicit representation using resultant methods [Dix08] and obtain a matrix formulation $M(x, y, z, w)$. We substitute the parametrization of the curve, say $G(u) = (\mathbf{X}(u), \mathbf{Y}(u), \mathbf{Z}(u), \mathbf{W}(u))$ of degree $d$, and obtain a univariate matrix polynomial $M(u)$. The problem of intersection computation reduces to computing the roots of the nonlinear matrix polynomial $M(u)$. The polynomial which are in Bernstein basis can be converted to the power basis by the transformation $\overline{u} = \frac{u}{1-u}$. The resulting matrix $M(\overline{u})$ can be represented as

$$M(\overline{u}) = \overline{u}^d M_d + \overline{u}^{d-1} M_{d-1} + \ldots + \overline{u} M_1 + M_0,$$

where $M_i$'s are matrices of order $2mn$ with numeric entries. Furthermore, the roots of the matrix polynomial, $M(u)$, have one-to-one correspondence with the eigendecomposition of the matrix

$$C = \begin{bmatrix}
0 & I_n & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \ldots & I_n \\
-M_0 & -M_1 & -M_2 & \ldots & -M_{d-1}
\end{bmatrix}$$

where $\overline{M}_i = M_d^{-1} M_i$ [GLR82]. In case $M_d$ is singular or ill-conditioned, the intersection problem is reduced to a generalized eigenvalue problem [MD94]. Algorithms to compute all the eigenvalues are based on QR orthogonal transformations [GL89]. They compute all the real as well as complex eigenvalues. Algorithms to compute eigenvalues in a subset of the real or complex domain are presented in [MD94].

### Appendix D: Power Iterations

We use marching methods to trace the visibility curves. At each iterations, we pose the problem as an eigenvalue problem and use local methods to compute points on the curve. Power iteration is a fundamental local technique used to compute eigenvalues and eigenvectors of a matrix. Given a diagonalizable matrix, $A$, we can find $X(= [x_1, x_2, \ldots, x_n])$ such that $X^{-1}AX = \text{Diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$ and $|\lambda_1| > |\lambda_2| \geq \ldots \geq |\lambda_n|$. Given a unit vector $q_0$, the power method produces a sequence of vectors $q_k$ as follows:

$$z_k = Aq_{k-1}; \quad q_k = z_k / \| z_k \|_{\infty}; \quad s_k = q_k^T A q_k;$$

where $\| z_k \|_{\infty}$ refers to the infinity norm of the vector $z_k$. $s_k$ converges to the largest eigenvalue $\lambda_1$ and $q_k$ converges to the corresponding eigenvector $x_1$.

The basic idea of power iterations can be used and modified to obtain the eigenvalue of a matrix $A$ that is closest to a given guess $s$. It actually corresponds to the largest eigenvalue of the matrix $(A - sI)^{-1}$. Instead of computing the inverse explicitly (which can be numerically
unstable), we use *inverse power* iterations. Given an initial unit vector $q_0$, we generate a sequence of vectors $q_k$ as

$$\text{Solve } (A - sI)z_k = q_{k-1}; \quad q_k = z_k / \| z_k \|_\infty; \quad s_k = q_k^T A q_k;$$

We use inverse power iterations to trace curves. We formulate the curve as the singular set of a matrix polynomial and reduce it to an eigenvalue problem. Given a point on the curve, we approximate the next point on the curve by taking a small stepsize in a direction determined by the local geometry of the curve. We use this point as our guess and use inverse power iterations to converge back to the curve.
Appendix E: Figure showing an example of a CSG tree

Figure 13: Part of a CSG tree of the roller model